
Steven A. Soper,* E. Brooks Shera, John C. Martin, James H. Jett, Jong H. Hahn, Harvey L. Nutter, and Richard A. Keller*

Center for Human Genome Studies, Los Alamos National Laboratory, Los Alamos, New Mexico 87545

The ultimate in analytical sensitivity is the ability to detect analytes on a single-molecule level. Laser-induced fluorescence (LIF) detection of single molecules in solution is hampered by specular, Rayleigh, and Raman scattering that contribute significantly to the background. In order to observe individual fluorescent molecules as they transit the laser beam in the presence of large backgrounds, it is necessary to detect a large number of photons per molecule. One method to increase the number of photons per event is to increase the residence time of the molecule in the laser beam. However, with long residence times, photostability sets an upper limit on the number of times the molecule can be cycled between the ground and first excited singlet state. We have observed the passage of individual rhodamine 6G (R-6G) molecules in ethanol (EtOH). The use of EtOH as a solvent allows one to obtain nearly 2 orders of magnitude more photons per molecule than may be obtained in H2O. Observation of single molecular events of R-6G in EtOH is substantiated by autocorrelation analysis and from shifts in the histograms of the frequency of photoelectron counts. Results from Monte Carlo simulations also support our experimental results.

INTRODUCTION

The ability to detect individual molecules in flowing sample streams as they transit a focused laser beam with fluorescence detection has important ramifications in the areas of bioanalytical and analytical chemistry. Single-molecule detection (SMD) will be useful in such techniques as fluorimunoassays (1), various chromatographic analysis such as capillary zone electrophoresis, and flow cytometry. At Los Alamos, we have recently reported on a scheme to sequence DNA at a high rate incorporating single-molecule detection of nucleotides labeled with appropriate fluorogenic tags (2, 3).

Work in the area of single-molecule detection in flowing streams was initiated by Dovichi (4) utilizing the 514.5-nm continuous wave (cw) output of an Ar+ laser and hydrodynamically focused flows of rhodamine 6G (R-6G). Since this work, much progress has been made (5–8), and recently evidence for sensitivity at the single-molecule level for phycoerythrin (equivalent to ca. 20 rhodamine molecules based upon the difference in molar absorptivities) has been reported (9, 10). The major obstacle associated with solution SMD is the high background consisting of specular, Rayleigh, and Raman scattering and luminescence from trace impurities in the solvent. This background can be reduced by using time-gated detection. Time discrimination of the background arises from the instantaneous nature of the scattering processes and the relatively long lifetime (typically in the nanosecond regime) associated with the fluorophore. Indeed, we have implemented the use of time-gated detection to observe the passage of individual R-6G molecules in H2O as they transit a frequency-doubled laser beam from a mode-locked Nd:YAG laser (11). The ability to detect single molecules by using cw excitation is inherently more difficult than the time-gated method because of the high background but is instrumentally easier to implement. Therefore, in order to observe the molecular events for cw excitation, it becomes vital to detect as many photons per molecule as possible in order to enhance the signal-to-noise ratio (SNR) in the presence of the large background.

Several different criteria may be used to indicate the passage of a single molecule through the laser beam: (1) observation of the photon burst resulting from the continued cycling of the molecule from the singlet ground state to the first excited singlet state with subsequent decay resulting in fluorescence emission. The cycling process results in photon count rates above the count rate associated with the background. The direct observation of the photon burst resulting from each molecule requires a high SNR, since each event is processed individually. (2) Autocorrelation analysis yielding a nonrandom correlation corresponding to the molecular transit time through the laser beam. The autocorrelation function is sensitive to the number of events and the amplitude of the burst. In addition, the autocorrelation function can give information on the bandwidth of the burst, which is related to the molecular transit time. The autocorrelation function is a sensitive analysis method for single-molecule detection since the entire data string is processed and averaged over a number of events. (3) The presence of high count segments in the histograms of frequency of counts vs counts...
that are present in the blank predicted from a Poisson distribution fit to the blank only. The distributions are susceptible to noise in the background. The observation of tails in the distributions can be enhanced by summing together the data points associated with one transit time (i.e., over the bandwidth of the signal).

There are a number of instrumental parameters and photophysical constants associated with the molecular species under investigation that should be considered in order to enhance the ability to observe single molecules. For example, increasing the molecular transit time will increase the SNR for single-molecule detection because SNR = \( \frac{n_f}{n_b} \sqrt{1/2} \), where \( n_f \) is the number of detected photons from the molecule and \( n_b \) is the detected background counts in one transit time. Properties of the molecule that are important for single-molecule detection are its absorption cross section (\( \sigma \)), fluorescence quantum efficiency (\( \Phi_f \)), the peak laser irradiance (\( I_p \)), photodestruction quantum efficiency (\( \Phi_d \)). Mathies et al. have shown recently that the photon irradiance and the molecule’s photostability both play a crucial role in determining the SNR for single-molecule detection (12). They showed that the SNR levels off when the transit time approaches the photodestruction time. Additionally, the SNR for single-molecule detection was shown to approach a limiting value as a function of increasing laser power, resulting from the saturation of the electronic transition at high irradiances (6, 12).

We have measured the photostability of R-6G and several other fluorophores in aqueous and ethanolic solutions (13). The results of these studies revealed that the photostability of R-6G was nearly 2 orders of magnitude greater in ethanol as compared to water. The importance of this increased photostability in single-molecule detection is that a greater number of photons per molecule may be obtained. The average number of photons that can be realized per molecule (\( n_T \)) is given by:

\[
 n_T = \frac{\Phi_f}{\Phi_d} \tag{1}
\]

The value of \( \Phi_d \) for R-6G in EtOH is \( 5.7 \times 10^{-7} \), while in H\(_2\)O the value is nearly 2 orders of magnitude larger. In addition, the fluorescence quantum efficiency of R-6G in EtOH (\( \Phi_f = 0.95 \)) is twice that of R-6G in H\(_2\)O (14, 15). This results in nearly \( 2 \times 10^6 \) photons per molecule (average) that may be obtained from each R-6G molecule in EtOH, while in H\(_2\)O only ca. 25,000 photons per molecule (average) are obtainable. The increased photostability of R-6G in ethanolic solutions was used to observe single molecular events with cw excitation by satisfying two of the three criteria for single-molecule detection. Single-molecule detection was substantiated by the observation of the nonrandom autocorrelation function arising from individual molecules of R-6G and the presence of high count segments in distributions for the number of occurrences vs. the counts per interval. These results will be presented in this paper. In addition, Monte Carlo methods were developed, employing the photophysical constants of R-6G, to simulate the passage of individual R-6G molecules through a focused Gaussian laser beam. The results of these simulations, verifying our experimental observations, will also be presented.

**EXPERIMENTAL SECTION**

The experimental arrangement is shown schematically in Figure 1. The excitation source was a cw Ar+ laser (Spectra Physics Model 165, Mountain View, CA) operated at 514.5 nm with an average power of ca. 500 mW at the sample. The output power was stabilized by a Coherent Model 28 beam stabilizer (Palo Alto, CA). The polarization of the stabilized output was shifted from vertical to horizontal with a half-wave plate to reduce Rayleigh and Raman scattering contributions to the background. The laser beam was focused into the flow cell with a pair of crossed cylindrical lenses. The \( 1/e^2 \) probe volume dimensions were determined by translating a razor blade across the focused laser beam and measuring the transmitted radiation impinging upon a power meter (Coherent Model 210). The resulting probe volume dimensions were 97 \( \mu \)m (parallel to the flow direction) and 22 \( \mu \)m (perpendicular to the direction of the flow). The elongated probe volume dimension along the direction of the flow results in long transit times with moderate volumetric flow rates. The resultant irradiance with a cross-sectional area of 2.13 \( \times 10^{-5} \) cm\(^2\) and 500 mW was 23.4 kW/cm\(^2\). The fluorescence was collected at right angles with a 40X microscope objective (Model Plan M, NA = 0.55, Nikon INC., Garden City, NY) and focused onto a slit, serving as a spatial filter, to reduce the amount of scattered light emanating from the cell walls and impinging upon the phototube. The slit width was set to 200 \( \mu \)m, resulting in an observation distance of 5 \( \mu \)m along the propagation axis of the laser beam. The resultant probe volume, defined by the \( 1/e^2 \) intensity of the laser beam and the image of the slit on the sample stream, was 10.7 pl.

The fluorescence emission and scattered light were filtered with a wide band-pass filter (Omega Optical, Brattleboro, VT) centered at 560 nm and a width of 40 nm (FWHM). The absorbance of R-6G was obtained from Exciton (Dayton, OH) and used as received. Solvents were spectral grade and obtained from Burdick & Jackson (Muskegon, MI). EtOH solvents were screened carefully, since it was observed that the background varied from bottle to bottle. The concentration of R-6G used in all experiments was 0.05 (ca. \( 10^{-14} \) M), making the probability of two R-6G molecules residing within the probe volume at any given time was ca. 0.0025.

Simulation programs, written in Turbo Pascal, were used to model the passage of individual molecules through a focused Gaussian laser beam. The background was generated with random numbers that were constrained to follow a Poisson distribution. Molecules were placed randomly in the simulated data string. The number of photons per molecule per transit was based upon the peak laser irradiance (\( I_p \)) in photons cm\(^{-2}\) s\(^{-1}\), the position the
RESULTS AND DISCUSSION

One criterion that has been used as evidence for single-molecule detection is the observation of a nonrandom correlation in the data corresponding to the molecular transit time (10). Because of the random nature of the background, autocorrelation analysis of these data should yield no such correlation. When molecules transit the laser beam, a characteristic bandwidth corresponding to the molecular transit time is generated resulting from the correlated photon burst. The expression for the autocorrelation function is given in the Appendix (eq 1A). The magnitude of the nonrandom autocorrelation function is proportional to the square of the amplitude of the photon burst when the background is small compared to the signal. When the background is slightly larger than the amplitude of the burst, the magnitude of the correlation is directly related to the burst size. In the case where the background counts are much greater than the counts resulting from the burst, no observable nonrandom correlation is seen (Appendix). Therefore, in order to observe a nonrandom correlation in the data associated with the transit time, it is imperative that most of the molecules transit the entire length of the probe volume, generating a large number of photons.

The experimental and simulated results of an autocorrelation analysis for R-6G in H₂O are presented in Figure 2. The simulation employed the same parameters used for the experimental data shown in Figure 2a along with the measured photophysical constants of R-6G in H₂O. As is evident from these results, no nonrandom correlation corresponding to the molecular transit time is observed in this solvent.

Figure 2. (a) Experimental autocorrelation analysis for the passage of R-6G molecules through a focused Gaussian laser beam (probe volume = 10.7 µL) in a solvent of H₂O. Experimental parameters were as follows: laser power = 500 mW, transit time = 2 ms, probability of molecule in probe volume = 0.05, Φ₁ = 0.45, Φ₂ = 1.8 × 10⁻⁵, and σ = 2.4 × 10⁻¹⁸ cm²/molecule. The channel size was 100 µs and the data were binned in groups of 4 prior to performing the autocorrelation, yielding 5 points per transit. (b) Autocorrelation for simulated results of R-6G in H₂O. The experimental parameters were those used as in Figure 2a and an instrumental conversion efficiency of 0.0015 photoelectron per emitted photon, where the conversion efficiency is a sum of the geometric collection efficiency, the throughput of the phototube at the monitored wavelengths, the photophysical constants of the molecule (σ, Φ₁, and Φ₂), and the measured collection efficiency of the instrument (0.0015 photoelectron/ photon).

Figure 3. (a) Autocorrelation analysis of experimental data for the passage of R-6G molecules through a focused Gaussian laser beam in an EtOH solvent. The experimental parameters used were as follows: laser power = 500 mW, transit time = 2 ms, Φ₁ = 0.95, probability of molecule in probe volume = 0.05, Φ₂ = 5.7 × 10⁻⁷, σ = 2.4 × 10⁻¹⁸ cm²/molecule, and probe volume = 10.7 µL. The channel size was 100 µs, and the data were grouped in bins of 4 before performing the autocorrelation, corresponding to 5 points per transit. (b) Autocorrelation for simulated data of R-6G in EtOH. The same simulation parameters were used as those of Figure 2b except for substitution of the appropriate values of Φ₁ and Φ₂ for R-6G in EtOH.

Figure 4. (a) Experimental autocorrelation function for R-6G in EtOH traveling through a Gaussian laser beam with a transit time of 1 ms. The parameters of the experiment were identical with those used for the data of Figure 3a. (b) The autocorrelation function of EtOH only.

The experimental and simulated results of an autocorrelation analysis for R-6G in EtOH are presented in Figure 3. The simulation employed the same parameters used for the simulation shown in Figure 2 incorporating the photophysical constants of R-6G in EtOH. As is evident from Figure 3a, a nonrandom correlation is observed from the experimental data, with the correlation corresponding to the molecular transit time of 2 ms. This correlation is good evidence for the observation of bursts of photons from individual R-6G molecules transiting the Gaussian laser beam. In Figure 4, the flow velocity was increased by a factor of 2, reducing the transit
time to 1 ms. As can be seen from this figure, the correlation runs to delays of 1 ms, consistent with the calculated 1-ms transit time. Figure 4b shows the autocorrelation function for EtOH in the absence of R-6G. In this case, no nonrandom correlation is seen.

The magnitude of the nonrandom autocorrelation \( g_n \) shown in Figure 3a, extrapolated to \( r = 0 \), is ca. 112, calculated from 80,000 data points where the average number of background counts per 4 data points is equal to 196 counts. The number of events \( N_{ev} \) can be calculated from the probability of a molecule residing in the probe volume at any given time interval \( (P = 0.05) \), the molecular transit time \( (t = 2 \text{ ms}) \), the time width of each data point \( (T_d = 100 \mu\text{s}) \), and the number of data points \( (N = 80,000) \) by using the following equation:

\[
N_{ev} = PNT_d/t
\]  
(2)

From eq 2, the calculated number of events is 200. The application of eq 8A from the Appendix to the data of Figure 3a yields ca. 114 detected photons per molecule. The number of photons per molecule from the simulated data used to construct the plot of Figure 3b was 120, in good agreement to the experimental value obtained from the autocorrelation function shown in Figure 3a. The SNR for single-molecule detection of R-6G in EtOH with a transit time of 2 ms is 114/(980)\(^{1/2} \) or 3.64.

The presence of a nonrandom correlation for R-6G in EtOH and the absence of such a correlation in H\(_2\)O can be explained by two factors associated with the increased photon yields of R-6G on a molecular basis in EtOH as compared to H\(_2\)O: (1) The fluorescence quantum yield is nearly 2 times greater in EtOH ([14, 15]). (2) The quantum yield for photodestruction of R-6G in EtOH is ca. 2 orders of magnitude smaller than that of R-6G in H\(_2\)O ([13]). Indeed, these were the only two parameters that were altered in the simulated results shown in Figures 2b and 3b. The lack of a nonrandom correlation in the case of H\(_2\)O indicates that only a few photons per molecule are obtainable. In this case, the background counts in one transit time are much greater than the photons detected per molecule. The results of the simulation for R-6G molecules in H\(_2\)O and a transit time of 2 ms yielded ca. 15 detected photons per molecule. The experimentally determined background counts associated with this time interval were 205 counts. The resulting SNR under these conditions is 1.05 (8).

The probability of photodestruction \( (P_d) \) can be expressed as

\[
P_d = \alpha I_{x,y} \Phi \tau
\]  
(3)

where \( I_{x,y} \) is the photon flux of the Gaussian laser beam at coordinates \( (x,y) \) within the probe volume, \( \alpha \) is the absorption cross section, and \( \tau \) is the time the molecule spends in the laser beam at coordinates \( (x,y) \). The result is an exponential decay of the number of unbleached molecules as a function of the number of excitations they experience. The implications of this expression are 2-fold: (1) The further the molecule travels into the probe volume up to the central region, the greater the probability for photodestruction due to the increase in the laser intensity because of the Gaussian nature of the beam. (2) The molecule possesses a finite probability of being photobleached after only a few excitations. Therefore, as the \( \Phi \) becomes larger (decreased photostability), the probability for missing molecular events increases because of the low number of photons some molecules will emit and thus escape detection.

The second criterion used to verify detection of single molecules is the observation of skewed distributions (number of occurrences of a particular count rate vs count rate) in the presence of the fluorophore as compared to the background distribution of the solvent only. A tail on the high count side of the distribution results from the photons arising from individual molecules as they transit the laser beam. The distributions of the background (EtOH only) and R-6G (in EtOH) with a transit time of 2 ms are shown in Figure 5. Since each data point consists of counts integrated over a 100-\( \mu \text{s} \) time interval, yielding 20 data points per transit, the data from 20 consecutive points were summed to represent the photons emitted by each molecule during one transit. As can be seen from Figure 5, the distribution with R-6G gives a higher number of occurrences above ca. 1070 counts. To show this tail more clearly, the difference distribution \( (P_{dd}) \) - background - is shown as the insert in Figure 5. The difference distribution demonstrates the increase in the number of occurrences in the high count rate portion of the distribution. The counts associated with the peak in the difference distribution \( (P_{dd}) \) can be related to the average number of photons per molecule by

\[
P_{dd} = B_{ave} + N_{ave}
\]  
(4)

where \( B_{ave} \) is the average number of background counts per transit time and \( N_{ave} \) is the average number of photons per molecule per transit. Taking \( P_{dd} = 1088 \) (from inset of Figure 5) and \( B_{ave} = 980 \), a value of 108 is obtained for \( N_{ave} \) in good agreement to the value of 114 obtained from the autocorrelation functions for R-6G in ethanol.

The total number of events as calculated with eq 2 and a 2-ms transit time was found to be ca. 200. Integration of the difference distribution of Figure 5 and dividing this result by the number of events result in ca. 17 occurrences per event. Performing a 20-point sliding sum distribution on the simulated data used to construct the plot of Figure 3b and subtracting simulated background data, the number of occurrences per event was found to be ca. 16, in excellent agreement with the experimental result. The large number of occurrences per event arises from the fact that in sorting the data each event is counted more than once. The number of times each event is actually counted depends upon the number of photons that are detected per molecule and the magnitude of the background count rate surrounding each event.

We were unable to observe the actual photon burst above the background from R-6G molecules even with transit times approaching 8 ms in H\(_2\)O or EtOH. The poor photostability of R-6G molecules in H\(_2\)O eliminates the possibility of using extended transit times with moderate laser irradiances since the majority of the molecules are photobleached within the first few milliseconds. In fact, extending the transit time much beyond the average time the molecule can spend in the beam...
before being photobleached decreases the SNR for single-molecule detection since the number of photons per molecule does not increase, but the background counts accumulated in one transit time actually increases. The advantage of using H2O as a solvent in cw systems is that the only Raman band that falls within the fluorescence observation window is the 1650-cm⁻¹ O-H bending vibration, which possesses a very small cross section (3, 13, 14). In the case of EtOH, although the photon yield per molecule is greater than that for H2O, the background is considerably higher (ca. 5 times higher in the case of EtOH as compared to H2O).

CONCLUSION

The ability to detect single molecules in flowing sample streams is dependent upon a number of instrumental parameters and photophysical constants associated with the molecule under investigation. Many elaborate optical methods have been proposed to improve the optical collection efficiency for SMD (16–18). When increasing the geometric collection efficiency, the background goes up as well as the signal and the net increase in the SNR is the square root of the improvement in the collection efficiency factor. Another approach is to address the photophysical constants of the molecule under investigation. Of the photophysical constants associated with the molecule, the molecular photostability is the property that may, in some cases, be successfully altered by choice of the solvent. For R-6G, switching the solvent from H2O to EtOH results in nearly 5 orders of magnitude more photons per molecule. A possible alternative to altering the nature of the solvent is to purge the system of dissolved O₂ in order to enhance the photostability of the molecule under investigation.

We have demonstrated that two of the criteria used in verifying single-molecule detection have been observed for R-6G in ethanolic solutions. Autocorrelation analysis was employed as a means to demonstrate the presence of the correlated photon bursts from molecules traveling through the laser beam. The results presented herein demonstrate our ability to observe correlated bursts from R-6G molecules in EtOH. The inability to observe the correlated bursts in H2O is a direct result of the low photon yield per molecule, a consequence of the poor photostability and low fluorescence quantum yield of R-6G in H2O.

The second criterion that is used to give conformation of single-molecule detection is the observation of tails in the distributions of number of occurrences vs counts per time interval. This results from the increased occurrence of high counting rates produced by molecules transiting the laser beam. Our results have shown such tails in the distribution when R-6G is added to EtOH.

APPENDIX

For discretely sampled data, the autocorrelation function \(G(\tau)\) can be written as

\[
G(\tau) = 1/N \sum_{t=0}^{N-1} h(t) h(t+\tau) \quad (1A)
\]

where \(N\) is the number of data points included in the calculation, \(h(t)\) is a data point at time \(t\), and \(h(t+\tau)\) is a data point at a certain delay time \(\tau\). The autocorrelation function is composed of random \((g_r)\) and nonrandom \((g_{nr})\) correlations \(G(\tau) = g_{nr} + g_r\). The one of interest in the SMD is the nonrandom correlation, arising from the correlated burst of photons from molecules traversing the laser beam. The observed duration of these correlated bursts should correspond to delay times up to the molecular transit time.

The autocorrelation function can be rewritten, assuming a "flat top" response, in terms of the amplitude of the photon burst (S) and the integrated background counts over the time duration of the data point \(b\) at \(\tau = 0\) by the following relationship:

\[
G(\tau=0) = 1/N \sum_{t=0}^{N-1} (S_t + b)^2 \quad (2A)
\]

Expanding eq 2A leads to

\[
G(\tau=0) = 1/N \sum_{t=0}^{N-1} S_t^2 + 2S_t b_t + b^2 \quad (3A)
\]

Three cases can be considered with regard to eq 3A and are shown in Figure 6. In the first case (Figure 6A), \(S < b\), and eq 3A becomes

\[
G(\tau=0) = g_r = 1/N \sum_{t=0}^{N-1} b_t^2 \quad (4A)
\]

In this case, no nonrandom correlation is observed because the amplitude of the burst is much smaller than the background count rate.

The next case results when \(S < b\) (see Figure 6B), and eq 3A can be rewritten as

\[
G(\tau=0) = g_r + g_{nr} = 1/N \sum_{t=0}^{N-1} (2S_t b_t + b^2) \quad (5A)
\]

The random contribution \((g_r)\) can be written as in eq 4A, and the nonrandom contribution \((g_{nr})\) can be expressed as

\[
g_{nr} = 1/N \sum_{t=0}^{N-1} 2S_t b_t \quad (6A)
\]

where \(N_{nr}\) is the number of events and \(T_b\) is the duration of the burst (number of data points per burst). The summation in this case is performed only over the events. As can be seen, the autocorrelation function is directly related to the amplitude of the burst.

In the last case, \(S >> b\) (Figure 6C), eq 3A becomes (neglecting the random contribution and performing the sum only over the number of events)

\[
g_{nr} = 1/N \sum_{t=1}^{N_{nr}} S_t^2 \quad (7A)
\]

In this case, the autocorrelation function is related to the square of the amplitude of the photon burst. Performing the summation from eq 6A over the number of events and solving for \(ST_b\) (the number of detected photons...
per molecule per transit time), one obtains
\[ ST_b = \frac{\rho_{av}N}{2N_{ev}b} \]  
(8A)

The value taken for \( \rho_{av} \) at \( \tau = 0 \) is that arrived at by extrapolating the autocorrelation function at \( \tau > 0 \) to \( \tau = 0 \) (see Figure 6) and subtracting the average background level \( (g_i) \).

The values for \( S \) and \( b \) are taken as the average values. As can be seen from eq 8A, the number of photons per molecule per transit time can be calculated from the magnitude of the autocorrelation function at the extrapolated \( \tau = 0 \) value when \( S < b \).
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**INTRODUCTION**

The detection and quantitation of nucleotides, nucleosides, and their bases has become increasingly important in the field of biomedical research. The presence of nucleic acid components in physiological fluids, tissues, and cells results from catabolism of nucleic acid, enzymatic degradation of tissues, dietary habits, and various salvage pathways. Changes in the concentration of these components may reflect substantial alterations in the activity of catabolic, anabolic, and interconversion enzymes and may be used to indicate the presence of various diseases which cause alterations in the normal purine and pyrimidine metabolic pathways. At present, high-performance liquid chromatography (HPLC) is considered the most promising method for the determination of purine and pyrimidine metabolites. It is also a powerful technique for monitoring the therapeutic response to purine- and pyrimidine-based drugs and for determination of their effectiveness and toxicity (1-3).

Although analysis of nucleic acid components can now be achieved rapidly, accurately, and with high sensitivity by HPLC, the assignment of individual peaks in highly populated chromatograms remains a major problem. Retention times are not sufficient for positive identification of separated components, unless additional information is available. Ultraviolet (UV) spectroscopy has been widely used for this purpose, but the spectra are often difficult to assign unambiguously, especially when closely related or difficult to sep-